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Outline

® What are grid cells?

What is so special about them?

Derivation of a PDE model for grid cells.

Response to noise?
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Neurons

® Neurons are electrical excitable cells.
® They communicate via action potentials and synapses.

® A neuron is said to fire when it generates an action potential.
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Grid cells

¢ Discovered (in rats) by Hafting, Fyhn,
Molden, Moser and Moser at NTNU
in 2005.

® A grid cell fires in a hexagonal pat-
tern as a rat (or mammal) traverses
an open space. (GIF)

® Play a pivotal role in spatial represen-
tation.

Figure: Khardcastle 2017
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!Based on Burak and Fiete 2009, Couey et al. 2013
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SDE system
Assume neurons are stacked in N columns at locations x; on the torus,
with M neurons each. The k" neuron of type § at location ; has
the activity level sfk described by
rdsh + sfkdt = ®(z;)dt + V20dW), — db5,,
t
B B _ B
G0 = = |10, 1610 = [ 100 gddlo)

6 =1,2,3,4, where

4
O(z;) = P 4NMZZZWﬂ’ i — z5)sh, + BA(t)

B'=1j=1m=1

The reflection term Efk prevents sfk from becoming negative.
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Let the number of grid cells go to 0.2

2Heuristic: Carrillo, Holden, S., to appear in JOMB 2022
Rigorous: Carrillo, Clini, S., arXiv 2021
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The PDE model

Forall g € {1,2,3,4}, z € T2, s >0,
ot —‘as<[‘1’ @) =)o) £ oG

where ®7(x) is given by

4

1 / /
g=1"T"
with p°(t,2) = [;% sp”(t,x,s) ds, and
88
O (1) P (t, 2,0) — 0 L (t,2,0) =
¥ Os
X
‘ p(t,z,s) is the probability density at time ¢ of
- [« finding a neuron at x with activity level s.

(GIF)
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Idea: vary the noise parameter in the model
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Local bifurcation analysis of the homogeneous in x
stationary states poo.
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A one population model

op 0 9?p
%%—‘%(FA@—40+”%W

where ®(z) is given by

where B is constant and

ploe) = [ spltis) ds, @p(whpltw,0) — o2
0 S

(t,x,0) =0.
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Stationary states

Stationary states satisfy
00sp(z,8) = — (s — Pp) p(x, 5).
Hence, they solve

(s=p)°

1
G(p,0) =0, where G(p,0)=p— Ee* 20

With conservation of unit mass we have

+00 s—®5
Z:/ e*( 28 ds.
0

If B> 0and Wy = [;4 W(z)dz < 0 (and some assumptions on ®),
the homogeneous in space statlonary states poo are unique.3

3Carrillo, Holden, S., to appear in JOMB 2022
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Procedure®

Step 1: %implify. Let k = % The average in s stationary states satisfy

G(p,r) =0, where
5 1 +o00 (s-, 2
g(ﬁa /ﬂ',,) = ﬁ_ Z/OV Se_hfp) ds'
Step 2: Define the functional setting: L%(Td), with Hilbert basis

d
wi(z) = O(k) Hcos (2mkix;), ke N2
i=1

*Based on techniques from Carrillo, Gvalani, Pavliotis, Schlichting, ARMA 2020
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Procedure®

Step 3: Utilise the Crandall-Rabinowitz theorem:

Grant some technical assumptions. Assume that
ker (DpH(0, ko)) = span(wy), lwoll =1,

and
D%,{H(O, ro)[wo] ¢ range(D;H(0, ko)).

Then (0, kp) is a bifurcation point.

Step 4: Painfully compute the needed Fréchet derivatives of the functional

H(p,#) = G(p + Phos 1)-

*Based on techniques from Carrillo, Gvalani, Pavliotis, Schlichting, ARMA 2020
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Result®

Theorem (Carrillo, Roux, S.)

2|Wo |2

Let kg > — 52

and assume ®" > —C,,, and 3'k* € N s.t.

W (k*)
O (k)

= [ (Wopoo + B) (1~ i (e — 2(Wopoe + B)) s0) |

Then, in a neighbourhood of (52, 1) in L%(T?) x R* , the stationary
states are either of the form (pl, <) or on the curve

{ Bu 5(2)) | 2 € (=8,8), (Bugo), 5(0)) = (P53, 50), >0 },

Pr(z)(@) = P + zwpe () +0(2), T

5Carrillo, Roux, S., arXiv 2022
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[[lustration of the bifurcation condition

"

25¢

|

0 100 200 300 400 500 600
K

B=3, &)=05z (1 + ﬁ)

W (z,y) = —0.005 - 214 (1 + tanh <10 — 50/ + y2))
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Patterns at the first three bifurcation points
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Left to right (first to third bifurcation point):

k* = (0,4) and (4,0),
k* =(1,4) and (4,1), and
k* = (3,3).
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What about the hexagonal pattern?
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Top left to bottom right: A time transient pattern for a specific 0.
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Thank you!

| appreciate that you used your neurons on this presentation.



